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1. Abstract

Modelling fluid flow in rock porous media is a challenging physical problem. Simplified macroscopic flow models, such as the well-known Darcy's law, fail to predict accurately the pressure drop because many flow parameters are not considered while simplifications are made for the multi-scale structure of the rocks. In order to improve the physical understanding for such flows and the accuracy of existent models, there is a need for realistic geometries to be investigated. The present work describes initially single-phase flow simulations performed on numerical grids obtained from reconstruction of 2D images of rock porous media found in the open literature using ANSA®. The results in terms of preferential paths and tortuosity are compared with experiments. Following, multiphase flow models have been utilised focusing on the capturing of the liquid-gas interface motion. It is concluded that for such complex porous rock problems, the multi-scale flow development is grid dependent.
2. INTRODUCTION

Characterisation of single and multi-phase flow through porous media is of paramount importance in many applications such as hydrocarbon recovery, CO2 storage in underground reservoirs, ion transfer through membranes and drag delivery in biological tissues to name a few. One of the challenges when porous media are investigated numerically is their multi-scale nature. Just to give an example, in applications involving oil extractions, the scales that ideally should be accounted for in a simulation range from kilometers (well size) to micrometers (rock pore throat size). With the current numerical capabilities an “all scale” analysis is not feasible. Instead the efforts up to date focus on (a) performing simulations at the micro scale (1–4) and (b) establishing upscaling relationships (5)(6–8). One of the most well know upscaling laws is Darcy’s law (9) that provides a linear relationship between the instantaneous discharge rate through a porous medium, the viscosity of the fluid and the pressure drop over a given distance. Although it was initially introduced as a phenomenologically derived equation, it can be proved that integration of the flow equations at the Stokes regime at the micro-scale can result to Darcy’s Law at the macro-scale (10).

The accuracy of the existent upscaling techniques depend on the fundamental understanding of the physical characteristics of the solid and the fluids that occupy the pore space. These include the capillary pressure, relative permeability and hydraulic conductivity. Equally important is the numerical representation of the actual geometry under investigation involving proper selection of boundary conditions, since only a small part of the real material is investigated, numerical algorithms to capture interphases between fluids and of course grid quality. Until the 1990s, attempts to relate physical properties of a rock to its microstructure were mainly limited by the difficulty of adequately describe experimentally the complex nature of the pore space. Direct measurements of a 3D microstructure are now available via X-ray computed microtomography (11–14). In practice though, information about the microstructure of porous materials is still often limited to 2D thin section images.

A number of approaches has been suggested in the literature in order to reconstruct 3D porous media from 2D thin section images. Early efforts are known as statistical models and are based on matching the statistical properties, such as porosity, correlation and lineal path functions of 2D thin section images to 3D models (15,16). Another group of models are known as process-based models and try to account for the fact that the pore structure is often the result of physical process (17,18). Although a detailed review of all the existent reconstruction models is out of the context of this paper, it should be noted that the common drawback of all these attempts is that reconstructions may differ significantly from the original sample in their geometric connectivity as well as the geometric characteristics of the actual grains (such as sharp corners representation) that are in reality very important for the accurate pore scale computations.

In the current work we present a simple image reconstruction technique from pictures in literature, maintaining the porosity and permeability of the original scanned sample. Reconstruction is performed on a “realistic” sample using photographs from the literature and maintains the grain characteristics (size geometrical features etc) of the real sample. The pore-scale geometry has been reconstructed and refined using ANSA® pre-processing tools that allow for full-model build up, from image to ready-to-run solver input file (19). The structure of the paper is the following: in Section 3 we present the properties of the Brea stone sample used (20,21) as well as the reconstruction technique. The image analysis algorithms are presented and the impact of image segmentation procedure on calculation of porosity is assessed. Following the reconstruction section, is section 4, we present some indicative calculations of single and multiphase flows through the 2D reconstructed samples in order to assess the effect of the grid quality and resolution on the flow field results.

3. IMAGE BASED MESH GENERATION

i. EXPERIMENTAL SAMPLE

In the current paper we based our reconstruction process on one slice, obtained from 2D images of Berea sandstone (20) that is shown in Fig. (1-a). Berea sandstone has been used by the petroleum industry for many years as a standard material in core analysis mostly because the rock is relatively homogenous and well characterized. It is made up of well-sorted predominately quartz grains, but it also contains minor amounts of feldspar, dolomite, and clays (22,23). The sandstone used in the study was a porous media of 575μ×488×5 μm in size with a mean grain diameter of 50 μm. The thin slice of Berea sandstone was imaged through an optical microscope and then digitized by Hornbrook et al. (20,24).

ii. 2D IMAGE RECONSTRUCTION

Segmentation process is used to identify -within the matrix/image- what pixels belong to each object of interest. Thresholding allows for an object to be identified by specifying minimum and maximum values of signal strength. Other algorithms such as Floodfill and Level Set Methods (25,26) can also be used for automated or semi-automated segmentation. In some cases with poor quality images/scans, less automated techniques such as the manual segmentation can be used. Bitmap tool (27–29) was used for converting grayscale binary images -shown in Fig. (1-b)- to mapped image (lines) in Fig. (1-c). The resulting file of the mapping process (.stl), was then sent to ANSA for vector clean up and geometry editing. The curve modifier in ANSA (i.e modify and Cons2Curv) was used to reattach the missing parts and then to smooth the sharp edges for numerical reconstruction. Following, the general topology was checked with ‘Topo’ tool, and the void volume was sealed by air space; the solid grain particles were excluded.

iii. MESH GENERATION

After reconstructing the 2D geometries, we proceed with the meshing process. The segmented topological model is simultaneously meshed based on an orthotropic grid intersected by interfaces defining the boundaries. The Cartesian mesh of the whole volume is defined to consist of orthogonal tetrahedralised or of perfect quads at boundary interfaces based on cutting planes defined by interpolation points. Smooth boundaries are obtained by adjusting the interpolation points using a smoothing tool [Shell Mesh reshape and reconstruct]. The process of mapping after smoothing results in either a mixed tetrahedral/hexahedral mesh or in a pure tetrahedral mesh and incorporates an
adaptive meshing scheme supported by the CFD code used in this work (openFOAM). The adaptive meshing scheme preserves the topology but reduces the mesh density where possible towards the interior of the mesh by agglomerating small-size hexahedra into larger ones and generating transitional small tetrahedral. The approach is fully automated and robust, creating smooth meshes with low element distortions regardless of the complexity of the segmented data.

Figure 1: Illustration of 2D porous media reconstruction (a) Image of Berea sandstone by Hornbrook et al. (20,24), (b) Grayscale segmentation result using MATLAB, (c) Bitmap segmentation used to convert grey scale to vector image before cleaning up.

The approach adopted allows for an arbitrary number of different volumes to be meshed. As neighbouring sub-domains share a common cutting surface, this ensures a node to node correspondence at the boundaries between different meshed volumes, thus trivially satisfying the geometrical constraints at the boundary. In order to complete the reconstruction process, we need to ensure that the model created represents the 2D images in terms of main geometric characteristics and that it does not add/reduce artificially the porosity. The model porosity was calculated in ANSA by measuring the domain volume and comparing it to the experimental values. Although different grid sizes may result in slightly different porosity values, the porosity of the micromodel used here has been experimentally determined to be 37% and computationally to be 40%.

Volume evaluation was made with the statistical tools available in ANSA; these assist the mesh generation quality to match the acceptable openFOAM mesh parameters. The elements’ skewness analysis tends to have low skewed elements at almost 98% mesh points after mesh refinement (which will lead to good convergence during the calculation). Due to the extreme refinement in sharp areas, the number of cells increases and as a direct consequence the computational time will increase. The same test had been carried out for the elements aspect ratio. In this test, we found that about 60% of the elements is relatively high, which may cause some problems in convergence. For accurate and stable simulation performance, “non orthogonality” and “minimum length quality” test had been made to assure the mesh quality is fulfilling openFOAM criteria (orthogonality should be less than 60-70 degree). The test had been controlled using ANSA CFD mesh tool and the results are shown in Table (1). The last step was the scaling of the model and exporting to openFOAM 2.3x files; these is shown in Fig. (2).

Table 1: Non-orthogonality of elements
4. **Simulation Specifics**

For the current work OpenFOAM was used, which is a free, open source CFD software package developed by OpenCFD Ltd (31). Both single-phase (water injection through a 2D geometry Fig (4)) and two-phase flow (oil drainage by water injection Fig (6)) simulations have been performed. The aim was to investigate how the image reconstruction technique and the grid quality affects predictions of flow through the specific porous media. For the single-phase simulations, the standard laminar Navier-Stokes equations of mass and momentum conservation. For multiphase flows the standard Volume of Fluid algorithm (VOF) (32) is used. This method tracks the interface between the two fluids while an additional term accounting for surface tension forces between the two liquids was added to the momentum equation. The fluids for both single and multiphase runs are considered incompressible and inviscid. The flow is isothermal. The physical properties of water and oil as well as the inlet conditions are summarised in the following Table (2).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol (units)</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volumetric flow rate (single phase)</td>
<td>Q (m³/s)</td>
<td>8.33e-11</td>
</tr>
<tr>
<td>Volumetric flow rate (two-phase)</td>
<td>Q (m³/s)</td>
<td>1e-10</td>
</tr>
<tr>
<td>Fluid density (water)</td>
<td>ρ (kg/m³)</td>
<td>998</td>
</tr>
<tr>
<td>Fluid dynamic viscosity (water)</td>
<td>μ (Ns/m²)</td>
<td>8.88e-4</td>
</tr>
<tr>
<td>Fluid density (oil)</td>
<td>ρ (kg/m³)</td>
<td>835</td>
</tr>
<tr>
<td>Fluid dynamic viscosity (oil)</td>
<td>μ (Ns/m²)</td>
<td>0.1</td>
</tr>
<tr>
<td>Surface tension (water to oil)</td>
<td>N/m</td>
<td>0.048</td>
</tr>
<tr>
<td>Contact angle at the triple line</td>
<td>degrees</td>
<td>45</td>
</tr>
</tbody>
</table>

**Table 2:** Fluid properties and initial conditions

For the two-phase flow calculations in cells that the two phases coexist density and viscosity are calculated as the volume arithmetic mean of the two components. Regarding the inlet conditions it should be noted that: a) The mass flow rate for the single flow was determined in order to match the experimental conditions presented in (21). b) The mass flow rate for the multiphase flow is considerably higher. Experiments were not available for the Berea stone for multiphase calculations and thus a relatively high mass flow rate was chosen (although still the capillary number remains low [1e-4]) for better numerical stability and in order to avoid the effect of spurious velocities.

The diffusive fluxes are approximated using a second order central difference scheme. The convection terms are discretized using a second-order central difference scheme. The PISO algorithm for collocated variables arrangement is used to solve the pressure equation. The linear equation system is solved implicitly by the vectorized incomplete PBICG method for velocity. The pressure and velocity fields on a non-staggered grid are coupled by the momentum interpolation technique PCG. Moreover, since the length-scales involved in this investigation of the flow in the pores of the media are very small (at the order of hundreds of micrometres and less), the Knudsen number (Ku) was checked and it was confirmed that the continuum hypothesis for the fluids holds. Non non-permeable and no-slip boundary conditions were applied on the walls. The model boundary conditions can be seen in Fig. (3). Each of the simulations for the single-phase flow were performed on a grid of ten million cells and the running time was approximately 24 hours. For the multiphase flow simulations only a section of the single phase geometry was used in order to save computational time. The presence of the interphase and the use of VOF in order to track it would require a very low Currant number to succeed stability which slows down the calculations. The simulation was preformed on a base grid of two million cells (maintaining the same cell size as for the single phase geometry) and running time was about 80 hours on 24 cores. The grid resolution was further enhanced in areas of interest (such as two-liquids interphase) with the use of adaptive grid refinement described in the previous section.

5. **Results**

In this section indicative results from single and multiphase flow calculations are presented. The single-phase calculations where performed in conditions relevant to water injection when shale rock fracturing is considered. In this application water with solid grains (sand) is injected. The water allows for the existent (tight) natural fracks to widen and then the sand is deposited in the pore throat to maintain the voids open. Through this process what is of interest is to know the preferential paths of the flow. Preferential flow refers to the uneven and often rapid movement of water and solutes through porous media. The preferential flow will define the paths that the sand grain will follow. In the section entitled ‘Single Flow’ we present results of the 2D model for two quantities that link closely to the preferential paths e.g. hydraulic conductivity and tortuosity. In the section entitled ‘Multiphase Flow’ oil drainage by water injection was the simulation target. Water injection, also known as water-flood, is a form of this secondary Enhanced Oil Recovery (EOR) production process (33).

a. **Single Flow**

i. **Hydraulic Conductivity**

Hydraulic conductivity is a measure of a material’s capacity to transmit a fluid. It depends both on material properties (intrinsic permeability) and fluid properties (the degree of saturation, the density and viscosity). It is defined as a constant of proportionality relating the specific discharge of a porous medium under a unit hydraulic
gradient in Darcy’s law. In the current study the hydraulic conductivity was numerically calculated as:

\[ k_{\text{num}} = \frac{\varepsilon}{K_{\text{pore}}} \int_{V_{\text{pore}}}^{V_{\text{L}}} \frac{dA}{dp/L} \]

(1)

with \( A \) the cross sectional area [m²], \( p \) the pressure difference [Pa] and \( L \) [m] the sample length. Following the calculated hydraulic conductivities were converted to rock permeability based on Eq. (2) and results were compared with experimental values. Two different grids (differing one order of magnitude) were used. As it can be seen in Table 3 the calculated permeability even for the 10M cells grid diverges one order of magnitude from the experimental value. The results are highly grid dependent as by changing the grid size one order of magnitude (from 1M to 10M) the accuracy of the predictions change one order of magnitude as well.

\[ k_{\text{per}} = K_{\text{hyd}} \frac{\mu}{\rho g} \]

(2)

<table>
<thead>
<tr>
<th>Model</th>
<th>Average permeability m²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>1e-11 m²</td>
</tr>
<tr>
<td>Numerical 10M (Fine grid)</td>
<td>1.024e-12 m²</td>
</tr>
<tr>
<td>Numerical 1M (Coarse grid)</td>
<td>6.7e-13 m²</td>
</tr>
</tbody>
</table>

Table 3: Comparison between different permeabilities

In Figure (4) we show the water velocity distribution through the simulated slice. It can be seen that the flow accelerates not only through the small pores as expected due to natural higher pressure drop, but also through wider throats and this is a phenomenon associated with the surrounding material structure. Areas with higher velocities can be considered as indicators of the preferential path of a massless particle introduced in the flow.

ii. **Tortuosity Effects**

In transport through porous media the fluid follows a tortuous path around the grains, which impacts the diffusion and the advection of the fluid and contaminants. The tortuosity of a porous media can be defined in terms of the porous sample under consideration \( L \) and the length of the actual path that the a massless particle introduced in the flow will follow (length \( l \)) as \( T = \frac{l}{L} \geq 1 \). For the numerical calculation of tortuosity we use a summation over selected number \( N \) of stream lines associated with the preferential paths of the flow (35):

\[ T = \frac{1}{L} \sum_{i=1}^{N} \lambda(x) \]  

(3) I

In Figure (5) we show a zoom in of the flow around a grain of Fig. (4). The picture on the right shows the path that a very small particle (considered almost massless) will follow and is taken from the experiments conducted by Sirivithayapakorn el. al. (21). The black line -indicating the particle trajectory- follows the general flow direction (from inlet to outlet) up to point that meets an obstacle. There the flow actually diverges around the grain. The particle will follow the direction of the “preferential path”, or in other words the path that the flow accelerates more. For the specific grain particles will move preferentially through the upper part of the grain. The snapshot on the left shows the streamline of the flow. The brighter the colour, the smaller the velocity of the individual streamline. As it can be seen, the numerical results of the streamlines with higher velocities coincide with the experimental results from the particle trajectory. It should be noted that in the experiment a number of particles was used in order to demonstrate that there is actually a preferential path rather than a random walk of these particles. From these plots of the streamlines the effective length of each traveling particle can be calculated and the tortuosity can then be evaluated according to Eq. (3). For this specific sample, the average tortuosity was equal to 1.6.

![Figure 4: Velocity distribution in m/s.](image)

**Figure 4**: Velocity distribution in m/s.

**Figure 5**: (a) Stream lines distribution with velocity vectors. Higher velocities are calculated at the upper part of the grain (b) Experimental results from Sirivithayapakorn el. al. (21) showing massless particle trajectory (thick black line)

### iii. Calculation of Permeability Based on Tortuosity

The Darcy law, in its original formulation allows for the calculation of the material permeability based on the macroscopic inlet and outlet parameters (such as pressure drop and mass flow rate). An alternative definition was introduced by Kozeny in 1927 (38) that allows for the calculation of permeability based on tortuosity as well as the internal structure of the material such as porosity and average grain diameter. In the following equation

\[ k_{\text{per}} = \frac{\varepsilon^2}{72(1-\varepsilon)^2 r^2} d^2 \]

(4)

\( \varepsilon \) represents the porosity, \( T \) tortuosity and \( d \) the average grain diameter. The number 72 coresponds to the Kozeny constant (the only value that still has to be tuned) (39).
Based on the above equation and the tortuosity that has been calculated previously as 1.6 we obtain a hydraulic conductivity, \( k \), equal to 6.94616E-05 m/s, which is one order of magnitude larger than the experimental value. The advantage though in comparison to Eq. (1) that provides similar results is that the results are independent of the grid resolution since they depend only to the length of the preferential paths.

### a. Multiphase Flow

In the current investigation oil drainage by water injection was the simulation target for the multiphase simulations. The computational domain was initialised with oil (as in the single-phase calculations). Then, water was pumped in and allowed pushing oil out up to the point that all the grid-blocks located in the first 35% of the model were occupied by water. The water-injection simulations are performed at a capillary numbers of the order of 1e-4. Although this capillary number is small (less than 1) implying the important role of the surface tension it is also at a range that viscosity/inertia forces play a role. Figure (6) shows the temporal evolution of water in the pore space at four different snapshots. It is expected that at the capillary number number we are currently investigating a transition from a viscous displacement pattern (slow displacement with a balance between capillary forces and viscosity) we move toward a viscous fingering pattern (faster displacement where viscous displacement dominates) will occur. In order this to be captured, an accurate interface reconstruction is needed for the actual velocity of the interphase to be represented. For the presented calculations the use of adaptive mesh was very important for capturing accurately the interface curvature. Here the results correspond to a “fine” grid however coarser grids where tested that resulted in very diffusive interphases. In Fig (7) we show a zoom in of Fig. (6) in order to demonstrate better the interphase reconstruction. Moreover, using this method we were able to capture the thin film of oil between the water and the solid grain that is numerically very challenging to capture.

![Image 6](image6.png)  
**Figure 6:** Upper part shows the water initial condition; the four snapshots show the water phase replacing the oil phase after 35% water injection

![Image 7](image7.png)  
**Figure 7:** Snapshot for oil film capturing and water snap off using adaptive mesh. Blue represents water volume fraction and red oil.

### 6. CONCLUSION

Laminar, single- and two-phase flow calculations have been performed inside a pore scale (500 × 500 micron) rock and have allowed estimation of preferential paths of the flow, tortuosity and hydraulic conductivity. A 2D reconstruction of Berea sandstone image was utilised while ANSA® was used for grid construction and refinement. We first tested our numerical tools over various canonical pore arrangements with spherical grains from the literature (not presented here). Then we extended our study to the more realistic geometry of Barea stone that has a complicated internal structure consisting of grains with sharp edges. The results indicate the important role of a good quality grid reconstruction and scale resolution highlighting the need for robust pre and post processing visualization software. More specifically for the case of hydraulic conductivity the results are grid dependent. This grid dependency affects the calculation of rock permeability if a Darcy type formula is used. In order to avoid this deficiency we suggest an alternative method of calculation of permeability based on tortuosity that is much less dependent on the grid. Similar conclusions hold for the multiphase flow cases. Our focus in the multiphase case is capturing fingering effects. It was found that if the grid quality is low then the interphase diffused resulting in the wrong propagation velocity and consequently the transition form viscous displacement to fingering is not captured. We hope that in the future we will be able to examine even larger samples whilst analyzing them at an ever smaller scale. This will bring together the micro and macro levels for the multiphase flow.
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